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Abstract 

Beyond the private transport sector, public transportation is also developing in the direction of full 

automation. Thus, new challenges arise for passengers inside the autonomous vehicles as well as 

for pedestrians and other traffic participants. In particular, the future interaction between human 

and autonomous vehicles (AVs) is still an open and unsolved field. How will pedestrians 

communicate with an approaching AV at a zebra crossing? How can information and interaction 

inside an AV prevent anxiety amongst passengers? Building up experimental setups in real-life 

conditions to answer these questions would be a complex endeavour: It would be costly in terms of 

both money and time, and could be unsafe for potential test persons. Therefore, with the help of 

Virtual Reality (VR), an alternative research method is proposed in this paper to answer the 

aforementioned questions in a reliable way that keeps costs and time spent to a minimum while 

maximizing safety for test persons. With the help of Head Mounted Displays (HMDs), test persons 

can be immersed in a virtual environment where experiments can be conducted. Besides the 

validation of Human Machine Interaction (HMI) concepts for pedestrians and passengers, the 

results are expected to prove the VR method to be a safe, cost- and time-saving alternative to 

conventional experiments in real-life conditions. Opportunities for further investigations consider 

the transferability of the concepts to other fields, necessity for standardization and regulation as 

well as exploration of user perception of AVs within public transportation for better acceptance. 
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1. Introduction 

Transportation is developing in the direction of full automation (Level 5 automation). In contrast to level 0 

automation, which means the human driver has to perform all aspects of the driving task, level 5 automation 

means that humans do not overtake or influence any task in any driving situation, but act solely as passengers 

(SAE, 2014). Mentioned technology is estimated to be implemented into daily traffic by 2030 (IHS, 2014). A 



 
 

study on autonomous vehicles (AVs) by Intel & Strategy Analytics (2017) predicts an economic opportunity 

of $800 billion annual revenue in 2035, following an exponential trajectory to hit $7 trillion annual revenue 

by 2050. This growth will be generated by businesses working with level 5 AV technology. Furthermore, the 

study predicts that 585,000 lives could be saved between 2035 and 2045 due to this technology (Intel & 

Strategy Analytics, 2017). However, the advances of full automation technology are not solely advantageous, 

but bring with them challenges, especially regarding user behaviour, acceptance and safety. At TUMCREATE, 

where research is focused on AVs in the context of public transportation for Singapore in 2030, industrial 

designers are tackling these challenges with a user-centred design approach. Questions within this topic 

include:  

 

1. How could future vehicle to pedestrian communication be designed in an effective way to ensure 

safety without restricting traffic flow? 

2. What information has to be provided for passengers using an autonomous public transportation in 

order to prevent anxiety and therefore support user acceptance? 

With the help of Human Machine Interactions (HMI), these uncertainties are addressed regarding visibility, 

comprehensibility and thus, safety. Nevertheless, challenges arise regarding the data collection and validation 

for aforementioned designed HMI concepts. The degree of complexity, effort and safety are essential 

considerations for data collection in the context of AVs. Therefore, Virtual Reality (VR) is used as a method 

for validation. Regarding this VR method, questions to be answered are: 

 

1. How can VR support the design of HMI concepts for AVs in public transportation? 

2. What are the advantages of using VR as a data collection method? 

3. What can be done to ensure that data collected within VR is reliable? 

This will lead to the overall research question: “How can communication concepts between Autonomous 

Vehicles & Humans be designed using Virtual Reality?” 

 

2. Related Work and Research Gap 

Literature research was conducted regarding HMI for AVs, especially for the scenarios that are conducted 

within the case study (section 4): 

 

1. AV2PED: Vehicle-to-pedestrian communication 

2. AV2PAS: Vehicle-to-passenger communication 

Further literature review dealt with the usage of VR, especially in the product development process and in 

industrial use.  

 

The first experiment deals with vehicle to pedestrian communication (AV2PED). This covers the interaction 

between the human and approaching AV, when the human is standing in front of a road without traffic lights 

and with a potential intention to cross. This also includes zebra crossings. In this scenario, communication 

will change with the implementation of full automation technology for vehicles. Currently, pedestrians 

communicate directly with the driver of an approaching car. This happens preferably via eye contact (Šucha, 

2014). Schneeman (2016) states that in future, there must be alternative communication techniques that are 

capable of substituting the driver’s gaze. 

 

Car manufacturers have already published potential HMI solutions within level 4 and level 5 AV concept cars 

dealing with the AV2PED scenario:  

 



 
 

- Mercedes, for instance, proposed an HMI system inside their Mercedes F 015 concept car in 2015: 

With the help of laser projections on the pavement, pedestrians are visually informed about the AV’s 

intention. This is combined with visualizations on a screen located underneath the windshield of the 

car. Furthermore, an audio signal is included in the concept. The laser not only indicates pedestrian 

detection but also creates a projected zebra crossing on the pavement. This visually makes clear to 

the pedestrian that it is safe to cross the road. However, there is no published validation of the 

concept regarding visibility and comprehensibility, especially regarding the laser technology 

(Mercedes, 2015). Due to the possibility of various weather and light conditions, this concept 

remains unproven regarding safety.  

 

- With the Nissan IDS concept, a solution was proposed dealing with the same scenario but with a 

screen inside the windshield supported by an LED stripe at the side of the vehicle (Nissan, 2015). 

But, similarly to the F 015 from Mercedes, Nissan does not have a published validation of concept, 

especially regarding visibility and comprehensibility in various weather and light conditions. 

 

- BMW published an HMI concept with the Vision Next 100 concept car. A crystal-shaped light 

indicator behind the windshield, called “Companion”, signals via colour and light whether it is safe 

for pedestrians to cross the road or not. Furthermore, it states if the car is driving in manual or 

autonomous mode since the Vision Next 100 is a level 4 AV. As is the case with the two 

aforementioned concepts, no validation has been published for this concept yet. (BMW, 2016) 

 

Regarding the topic of HMI for AVs, Clamann (2016) tested HMI concepts using a screen attached to the 

front of an AV as a potential communication channel. Still, the vehicle was manually driven by a human. This 

was also visible for the test persons. There were no significant differenc es between the test results with and 

without using the HMI on the screen. Therefore, Clamann derived that there is no significant help from 

displays and that people likely rely more on signals like gap distance to the approaching vehicle. 

 

The second scenario deals with the In-Vehicle Information for Passengers inside autonomous public 

transportation (AV2PAS). Schoettle (2014) found that 45.9% of survey respondents are very concerned about 

autonomous public transportation. In another survey, Dong (2017) discovered that only 13% of respondents 

would be willing to ride a bus without any employee on board. Furthermore, Giffi (2017) states that people 

do not trust AVs to make critical decisions or judgements yet. 

 

One reason why there are few publications available within the scope of the two aforementioned scenarios is 

the absence of proper methods for data collection. Recreating traffic conditions with level 5 AVs would 

require significant time and monetary investment. This is owing to the complexities of the scenario and 

technology. More importantly, the experiments would still remain dangerous for potential test persons, since 

AVs could misinterpret certain situations. One example that underlines this safety issue is a fatal accident 

caused by the wrong interpretation of the situation by a Tesla Model S in self-driving mode (circumstances of 

the accident described by The New York Times, 2016). 

 

VR is already implemented in the product development process in various fields like the aerospace, 

automotive, construction and military industries. Car manufacturers, for instance, use VR to test and validate 

visibility, ergonomics and reachability. VR can validate concepts especially when there is no physical 

prototype available (Berg & Vance, 2016). Mihelj (2014) states that the use of VR is more effective in certain 

situations, such as pilot training in a simulator compared to real-life training. Furthermore, errors (technical 



 
 

and human) could lead to injury or equipment damage. Another advantage of VR experiments is the ease of 

conducting tests with the possibility to change conditions like weather and design features before building a 

physical prototype (Mihelj, 2014). This means that VR offers the possibility of validating concepts in a faster 

way than physical prototyping.  

 

Based on these insights, the objectives of the research presented is to use VR for designing and validating 

HMI concepts for level 5 AVs, in order to solve the complexity, resource and safety issues related to building 

experiments in real-life traffic conditions. 

 

Figure 1 states the potential issues that arise in both scenarios of the study with the implementation of level 5 

automation. The last column gives the benefits of using experimental setups within VR instead of physical 

prototyping and real-life experiments. 

 

 

Fig. 1: Potential issues of AV experiments and the benefits of using VR 

 

The hypotheses to be validated are: 

 

- With the help of VR, justifiable and reliable data can be collected in the context of AVs 

- VR is a safe, cost- and time-efficient alternative to physical prototyping in the aforementioned scope 

 

 



 
 

3. Method: VR set-up for experiments with test persons 

The method developed requires test persons, material setup and defined experiments. 

 

Test persons for the experiments are representatives of the study population, recruited according to 

demographic characteristics such as ethnicity, age and gender. Quota sampling is used as a method to obtain a 

representative number of participants. A token of appreciation in the form of a cash incentive is distributed to 

test persons to thank them for their participation.  

 

With the help of a Head Mounted Display (HMD) a test person is fully immersed in a virtual environment. 

This is supported by headphones. Depending on the experiment, input devices, such as gamepads, are used. 

 

The test area is an empty space of approximately 4.5 m x 4.5 m, allowing the test person to move freely 

during the experiment. Position tracking is included inside the test area. This means that the test person’s 

movements are tracked in addition to the position of the head, which enables the observation and 

investigation of movements in the virtual environment. A backpack PC is used as hardware for powering the 

HMD so that the test person can move inside the test area without the risk of stumbling over cables. 

Additional hardware is located outside the tracked area. A screen or a projection on a wall allows observers to 

see the test person’s view. Both, the test person’s movements and first person view are recorded for later 

analysis. Figure 2 shows a possible setup for the experiments within VR. 

 

 

Fig. 2: Possible set-up for experiment within VR (source: TUMCREATE) 

 

One test person is tested at a time. To start, the test person undergoes a tutorial to be familiarized with the VR 

technology and the environment. This tutorial contains visual examples of the imminent experiments. Beyond 

that, within the tutorial, the test person is requested to move and interact within the virtual environment. To 

minimise the chances of VR-sickness1 occurring, the tutorial and experiments do not exceed a combined 

procedure time of 6 minutes. The tutorial is followed by one of the aforementioned experiments. Both 

experiments are conducted independently. 

                                                           
1 VR-sickness = Due to the VR technology, symptoms similar to motion sickness (e.g. headache,  

  nausea, vomiting, etc.) may occur.  



 
 

 

Then, experiments are conducted with the help of videos, pre-rendered animations and/or simulations. Within 

the experiments, the test person is instructed to complete one or more specific tasks (e.g. crossing the road or 

identifying semantics as quickly as possible). Data collection methods – observation of the test person, time 

measurements, error analysis and interviews before, during and after the experiment – allow a deeper 

comparison of concepts.  

 

To validate the VR methodology as a reliable data collection tool, a benchmark experiment needs to be 

conducted. A scenario (e.g. waiting for a bus) is selected to function as a point of reference. The experimental 

setting is created in VR and in real-life conditions. After conducting the experiments, collected data from 

both settings are compared for the congruence of outcomes. This determines the limitations and boundaries of 

the VR method. 

 

4. Case study for Singapore’s public transportation 

The case study, demonstrated in this paper, is conducted for the design of HMI for AVs in the context of 

public transportation in Singapore. Therefore, the test persons are people who live in Singapore and 

recruitment has to reflect the multicultural distribution of Singapore between Chinese, Malays, Indians and 

others. Additionally, a wide array of age groups has to be represented (children, adults, seniors) and the 

gender distribution has to be equal. 

 

In the AV2PED experiment the test person is immersed into the situation where he/she stands at a sidewalk in 

front of a road. The specific task for the test person to complete is to cross this road. During this situation an 

AV approaches the test person. Then, the test person has to assess the situation and act accordingly. This 

means that he/she has to decide whether it is safe to cross the road or not. The approaching AV is equipped 

with various active HMI concepts differing in level of innovation and technology as well as displayed content. 

Passive HMI will also be included in the experiment. Thus, a cluster of concepts can be created, tested and 

compared afterwards. 

 

These concepts follow basic design requirements like ergonomic aspects of positioning, visibility and 

readability. Active and passive HMI can be separated based on their main purposes. The goal of an active 

HMI is communication and, therefore, providing information. An example of an active HMI in this context is 

a screen which is attached to a vehicle that displays the AV’s intention. Passive HMI means that information 

can be perceived from the AV from displays of other functions, such as the AV’s deceleration. While the main 

purpose of the deceleration is for the AV to slow down or stop, the deceleration additionally indicates to the 

pedestrian that it is safe to cross the road at a certain point. Before starting with the actual scenarios, the 

aforementioned tutorial is conducted to make the test persons feel comfortable within the virtual 

environment. 

 

To measure the visibility and comprehensibility of the HMI concepts, the reaction time required by the test 

person to detect the AV’s intention is measured. One way to achieve this is by using an input device like a 

gamepad. Here, the test person has to push a button as soon as he/she can assess the situation. Another way is 

to measure the time elapsed before the test person starts crossing the road (i.e. starts moving inside the test 

area). With the help of an error analysis2, the comprehensibility of the concepts’ semantics can be validated. 

Subsequent interviews give insight into the test persons’ feelings (like perceived safety, anxiety, etc.). Finally, 

through the analysis and comparison of collected data, the most effective HMI concept regarding visibility 

and comprehensibility can be derived. 

 

                                                           
2 Error analysis = How many and what kind of errors did the test person make during the experiment and  

  why did the mistake happen 



 
 

In the first AV2PED scenario, only passive HMI is tested. This means that no active communication channel 

is used within the experiment. The scenario consists of approaching AVs with various braking distances and 

deceleration speeds. A randomized sequence is used to make sure the order of testing does not distort the 

outcome of collected data (see Table 1). 

 

In the second AV2PED scenario, the commonly-experienced scenario at a junction with traffic lights is 

recreated with help of active HMI. Via a screen underneath the windshield, the AV shows traffic lights with 

red and green colour coding. These lights indicate if it is safe to cross or not. Additionally, this is supported 

by an audio countdown commonly used with traffic lights in Singapore (the sound indicates the start and end 

of the crossing phase). Furthermore, a visual countdown on the screen indicates when the AV will resume 

driving (presumably if there are no further pedestrians crossing the street) (see Table 1). 

 

Within the third AV2PED scenario, a high degree of technology is used. This means that a laser projection on 

the pavement is used to communicate with pedestrians, supported by an LED stripe on the vehicle. Like in 

the previous scenario, the visual communication is supported by an audio signal to follow the rules of 

redundancy of channels in ergonomics. While the laser projection indicates the detection of pedestrian(s), the 

LED stripe displays the AV’s intention. The LED stripe displays when it is safe to cross the road. The sound 

consists of a repeating short tone that increases in tempo until it turns into a constant tone. This indicates that 

the AV will resume driving (see Table 1). 

 

To ensure that the order of scenarios does not distort the results, the second and third scenarios have a 

randomized sequence. However, the scenario with the passive HMI (Scenario 1) is always conducted first. 

The reason is that people are expected to be biased after the active HMI scenarios, and therefore act 

differently when dealing with the passive HMI (see Table 1). 

 

Table 1: Overview of AV2PED Experiment 

Scenario 0 1 2 3 

Concept 

Tutorial 

(e.g. 

finding a 

bus stop) 

Passive HMI: 

(e.g. braking 

distance and 

deceleration) 

Active HMI: 

Indication of driving 

intention (e.g. AV is 

decelerating) and 

pedestrian detection via 

screen and sound 

Active HMI: 

Indication of driving 

intention (e.g. AV is 

decelerating) and 

pedestrian detection via 

LED stripe and projection 

Duration 2 min 1 min 1 min 1 min 

Sequence 
Initial 

procedure 
First test Randomized sequence 

 

In the AV2PAS experiment the test person is immersed in the situation where he/she stands inside an 

autonomous public transport vehicle. The aforementioned tutorial precedes the actual scenarios to familiarize 

the test person with the VR environment. The actual test consists of a virtual ride with the AV, where various 

concepts for providing information are deployed. This includes displaying the AV’s intention as well as the 

AV’s detection system.  

 

During the ride inside the vehicle, the test person has to state the level of anxiety felt. The experiment is 

followed by qualitative interviews where the test person states their levels of (dis-)comfort during the 

experiment. Analysis of the collected data can determine what information is most effective for preventing 

anxiety while travelling by autonomous public transportation. 

 

In the first AV2PAS scenario, no additional information is shown inside the vehicle. This is equivalent to 



 
 

information provided in manually driven transportation today. Furthermore, travel information related to 

public transport, like boarding and alighting information, stations, etc., is excluded to rule out possible 

distortions regarding the experiment’s results. This applies to all AV2PAS scenarios (see Table 2). 

 

In the second AV2PAS scenario, the AV’s intention is displayed via an LED stripe, or a screen underneath the 

windshield. The AV’s intended direction of motion is displayed with a light indicator. Additionally, the shape 

of the light indicator signals acceleration and deceleration (see Table 2).  

 

In the third AV2PAS scenario, the AV’s detection system is displayed via an LED stripe, or a screen 

underneath the windshield. Pedestrians or cyclists that are located within the AV’s detection range are 

displayed to passengers (and the test person) with a light indicator. Additionally, the position of the light(s) on 

the LED stripe indicates the location of the detected object(s) (see Table 2).  

 

The fourth AV2PAS scenario is a combination of intention (second scenario) and detection (third scenario). 

The combination of technology utilized (LED stripe and screen) is deployed randomly. This means that the 

first instance has the intention displayed via a screen, while the detection system is displayed via the LED 

stripe, and vice versa (see Table 2).  

 

Within each scenario, the various tests are conducted in a random sequence to rule out distorted results 

caused by the testing order. Furthermore, scenarios two and three are conducted in a randomized sequence. 

Since the fourth scenario is a combination of the second and third scenario, it is always conducted last (see 

Table 3). 

 

Table 2: Overview of AV2PAS Experiment 

Scenario 0 1 2 3 4 

Concept Tutorial 

No 

information 

provided 

Indication of 

driving 

intention (e.g. 

AV is 

decelerating) 

Indication of 

pedestrian detection 

(e.g. AV has 

detected a 

pedestrian or other 

road users) 

Indication of driving 

intention (e.g. AV is 

decelerating) and 

pedestrian detection (e.g. 

AV has detected a 

pedestrian or other road 

users) 

Duration 2 min 1 min 1 min 1 min 1 min 

Sequence 
Initial 

procedure 
First test Randomized sequence Last test 

 

5. Discussion and Outlook 

Compared to other methods for data collection (e.g. real-life experiments and computer-based simulations), 

Virtual Reality has its advantages and drawbacks.  

 

The main advantage of VR – as already stated before – is its ability to test design concepts (e.g. HMI) and 

collect data in complex scenarios with minimal effort and maximal safety.  

 

Furthermore, since a setting similar to a scientific laboratory is used within the VR method, disruptive factors 

that could occur in real-life conditions (e.g. vibrations and temperature fluctuations) can be minimized. 

Consequently, depending on the scenario, the VR method can collect even more reliable data than tests in 

real-life conditions. 

 

Limitations of the described VR experiments are related to the degree of immersion and the absence of haptic 



 
 

feedback. In this respect, experiments conducted in real-life conditions have the advantage. According to 

Chalmers (2013), “facts”, as a scientific term, can only be gathered through real-life experiments. However, 

when physical prototypes are neither available nor technically feasible, the VR method is a good alternative 

for initial investigation.  

 

When it comes to pedestrian or passenger behaviour within specific built environments, computer-based 

simulation is another channel that can be used for data collection. Instead of conducting real-life experiments, 

software simulates them, such as crowd behaviour for the design of public transportation facilities (Essadeq, 

2016), or for optimizing emergency evacuation within buildings (Zhou, 2010). Depending on the scenario, 

the time and financial resources required for a computer-based simulation can be even more efficient than the 

VR method. Nevertheless, simulations have drawbacks relating to the complexity of modelling the social and 

psychological factors that drive decision-making processes in human beings. Results regarding these factors 

are either neglected or highly simplified (Luo, 2008). Since the VR method involves actual human beings in 

the experiments, sociological and psychological factors can be investigated. The VR methodology can be 

used beyond measuring the efficiency of an HMI concept for AVs.  Future research could use VR for 

investigating the general user perception of AVs and therefore explore how to promote user acceptance of 

AVs. 

 

As outlook to the presented study, the tested concepts can be transferred to other fields of investigation. 

Indeed, since the HMI concepts in the AV to pedestrian scenario focuses on autonomous driving in general, 

these concepts can be transferred to the private transportation sector. This would have the advantage of 

standardizing procedures regarding the interaction between pedestrians and AVs. Global standards in the 

automotive industry already exist, for instance, the ISO/TS 16949. This standard defines system requirements 

inter alia for design, development and production (ISO/TS, 2009). The communication with AVs could 

enhance this standard.  

 

Considering the AV to pedestrian scenario, HMI cannot be the exclusive tool to solve this emerging 

communication problem. This issue has to be tackled from the governmental side within specific regulatory 

frameworks. These could, for instance, stipulate how pedestrians and AVs have to interact, especially in 

scenarios like jaywalking, where clear regulations have to be published. Millard-Ball (2016) suggests that 

legislation could specify that AV manufacturers are not liable for any collisions caused by jaywalkers. 

Furthermore, scenarios like this could be improved with infrastructure. Segregation between pedestrians and 

vehicles with fences and over-head bridges could further hinder pedestrians from jaywalking (Millard-Ball, 

2016).  

 

6. Conclusion 

Using Virtual Reality as experimental method is an approach that provides reliable data with minimal cost 

and time while maximizing safety. This method is an advantageous alternative to real-life experiments, 

especially in situations where a prototype is not available or when the experiment could potentially be 

dangerous for the test person(s). Representative traffic situations with only manually-driven cars and AVs are 

very complex to recreate in real-life conditions. Thus, the VR method is particularly beneficial in the field of 

autonomous vehicles. Furthermore, concepts can be validated with real-time observation without the need to 

build cost- and time-consuming physical prototypes or mock-ups. For the user-centred design approach of 

industrial designers, the VR method carries the advantage of investigating the behaviour of real persons 

through immersion where simulations only consider agent-based approaches.  

 

This is aligned with recent findings regarding design methods (Van der Bijl-Brouwer & Dorst, 2017) since 

the one proposed in this paper merges aspects of human-centred design (i.e., engagement of human beings 

and understanding of their needs) with design innovation process, which encourages the development of new 

tools and methods for strategic innovation. 



 
 

As a next step, sensors like EEG (Electroencephalogram), GSR (Galvanic Skin Response) or Heart Rate 

measurements will be included in the experiment setup. With these sensors, arousal and valence levels of the 

test persons can be measured while conducting the experiments. These measurements will support the data 

collection using current methods and make results increasingly reliable in the future.  
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